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- Shock captured DNS at varying turbulent Mach number ($M_t$) and shock strengths ($M$)
- Scaled thermodynamic variances are found to increase with $M_t$ in contrast to velocity
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Abstract
Shock waves can generate high levels of turbulent fluctuations in temperature, pressure and other thermodynamic properties. These have significant role in turbulent mixing, heat transfer and acoustic noise in high-speed flows. The thermodynamic fluctuations generated by canonical shock-turbulence interaction are strong functions of the shock strength and the upstream turbulence intensity. For a fixed shock Mach number, the downstream thermodynamic variances, normalized by the upstream turbulence kinetic energy, are found to increase with the incoming turbulent Mach number ($M_t$). This is in contrast to the trend observed for Reynolds stresses and the turbulent dissipation rate. We use direct numerical simulations and linear interaction analysis to investigate the effect of $M_t$ on the post-shock thermodynamic field. It is found that the presence of small amount of acoustic and entropy fluctuations in the incoming flow can explain the high intensity of the post shock thermodynamic variances in the high $M_t$ cases.

Keywords: compressible turbulence, shock waves, pressure fluctuations, temperature variance, Kovácsznay modes, linear analysis

1. Introduction

Shock waves are ubiquitous in high-speed compressible flows; through which flow properties such as pressure and temperature undergo drastic
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changes. In case of a turbulent flow, the fluctuations in the flow properties are amplified across the shock, especially in the presence of a normal shock. A supersonic or hypersonic vehicle in cruise, interstellar accretion disks and volcanic eruptions are some examples, where one can find shock waves in a turbulent flow. An extensive discussion on Richtmyer-Meshkov instability (RMI) and its potential implications for the inertial confinement fusion (ICF) and astrophysical applications involving shock waves are provided in the two-part review by Zhou [1, 2]. The usefulness of shock waves in scramjet combustion, however, cannot be understated, especially in the mixing enhancement by turbulence generation [3, 4] and the ignition promotion by the temperature rise due to the passage of the shock wave [5]. Additional details on this subject can be found in the review article by Urzay [6]. Though a large wave drag is seen in supersonic/hypersonic vehicles due to shock waves, their formation is unavoidable in such vehicles. In practical scenarios, the interaction of turbulence and shock waves include non-uniform mean flow, streamline curvature, real gas effects, etc. The most fundamental problem is the case of isotropic turbulence interacting with a normal shock in a uniform mean flow, which is devoid of the above-mentioned complexities. Our model problem is this canonical shock-turbulence interaction, which provides a clean environment to study the effect of the shock wave on the turbulence and vice-versa.

In earlier studies [7, 8, 9, 10], computations for this canonical problem were carried out at very low turbulence intensities ($M_t \leq 0.2$). Lee et al. were the first to quantify the amplification of turbulence using shock-resolved simulations [7] and shock-captured simulations [8]. Mahesh et al. [9] showed that the negatively correlated entropy and vorticity fluctuations result in an enhanced turbulence amplification. The focus of these studies were also limited to the amplification of various statistical quantities related to velocity fluctuations such as shock-normal Reynolds stresses ($R_{11}$), vorticity variances ($\overline{\omega^2}$) and turbulence kinetic energy (TKE). Recent studies have started to investigate the thermodynamic fluctuations in canonical shock-turbulence interaction. Quadros et al. [11, 12] studied the post-shock temperature (or energy) flux correlation using linear interaction analysis (LIA) and direct numerical simulation (DNS) data. They showed that the turbulent energy flux correlation is governed by the pressure - energy and pressure - dilatation source terms, which are dominated by the acoustic mode and can be reproduced well by LIA [11]. Tian et al. [13] investigated the turbulent mass flux (fluctuating density-velocity correlation) for a binary-fluid interacting with a
normal shock and showed that the preferential distribution of TKE towards low-density regions and increased scalar dissipation rate results in mixing enhancement. Boukharfane et al. [14] independently studied the scalar dissipation rate for a similar problem and found that the preferential alignment of the vorticity vector due to the compression of the shock wave results in an enhanced mixing rate.

Using large-eddy simulations (LES), Braun et al. [15] compared computations with LIA and developed Reynolds-stress models to be used in the Reynolds-Averaged Navier-Stokes simulation (RANS) framework. Recently, Chen and Donzis [16] performed shock-resolved DNS at low Mach numbers for \( M_t \) as large as 0.54 and \( Re_\lambda \) up to 65. They compared various statistics including pressure and temperature with the Quasi-Equilibrium (QE) theory for shock-turbulence interaction developed by Donzis [17, 18]. They obtained functional forms for the instantaneous thermodynamic field in terms of \( M \) and \( M_t \) using the QE theory and truncated integrals for statistical moments.

Ryu and Livescu [19, 20] showed that the shock-normal Reynolds stress and transverse vorticity variances approach the LIA limit from below as the turbulent Mach number is reduced. This indicates that the non-linear terms result in reduced amplification of the quantities across the shock. A similar trend was also observed and reported by Larsson et al. [21] for the amplification of turbulent kinetic energy across the shock. The reason for this behavior was reported to be due to the reduction in mean jumps across the shock for intense upstream turbulence [22, 21]. Quadros et al. [11, 12] also observed similar trends for the shock-normal turbulent energy flux \( \langle \overline{u'c'} \rangle \), where the correlation \( \overline{u'c'} \) had reduced values for more intense turbulence levels upstream of the shock. This begs the question: whether all the fluctuations show reduced values for increasing \( M_t \) values upstream of the shocks?

We show in the following sections that this is not true for the thermodynamic fluctuations, which are dominated by acoustic and entropy effects.

The focus of the present work is to investigate the effect of turbulence intensity on the thermodynamic fluctuations (density, pressure, temperature, and entropy) behind the shock. We systematically vary the upstream turbulent Mach number \( M_t \), and study the changes in the downstream thermodynamic variance relative to the incoming turbulent kinetic energy. Here, \( M_t = \sqrt{R_{ii}/\bar{a}} \), with \( R_{ii} \) as the trace of the Reynolds stress tensor and \( \bar{a} \) is the mean speed of sound. This is in continuation of our earlier work, where we studied the effect of shock strength on the fluctuating thermodynamic field by varying the mean flow Mach number, \( M \) [23]. We perform direct
numerical simulations of canonical shock-turbulence interaction for a range of turbulent Mach numbers up to 0.40 at different shock Mach numbers. We use the term “DNS” in the extended sense, since the present simulations resolve the turbulence, but capture the shock waves. We continue to use the term “DNS” for simplicity, but it is to be taken as “shock-captured turbulence-resolved numerical simulations”. In our earlier work [23], we used linear interaction analysis (LIA) with purely vortical turbulence upstream of the shock to understand the post-shock thermodynamic field in low $M_t$ DNS data. For high $M_t$ cases, LIA with only purely vortical upstream turbulence is found to be insufficient to determine the correct post-shock thermodynamic field. We show in this work that the other fundamental modes of Kovácsznavay [24], namely the acoustic and the entropy modes, are required in LIA to predict the post-shock thermodynamic fluctuations for high $M_t$ cases.

A secondary objective of the present study is to show the effect of the acoustic and the entropy modes in the upstream turbulence on the post-shock thermodynamic field. Of particular interest is the upstream entropy mode and its correlation with the vortical disturbances, which has been found to significantly alter the turbulence kinetic energy amplification through a shock wave [25, 9]. The paper is organized as follows: Sect. 2 describes the numerical methodology and the statistical properties of the inflow turbulence. In Sect. 3, the effect of $M_t$ on the thermodynamic fluctuations is discussed in detail, along with LIA results for comparable inflow turbulence. The upstream turbulence field is mostly vortical, with additional acoustic and entropy components as per the DNS data. The conclusions are presented in Sect. 4.

2. Methodology

We follow the numerical procedure similar to our earlier work [23]. The governing equations are the three-dimensional, unsteady, compressible Navier-Stokes (NS) equations with the assumption of perfect gas. The equations are solved in the Cartesian coordinates for the conservative variables, $\rho$, $\rho u_i$, $\rho E_0$.
as shown below,

\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_k)}{\partial x_k} = 0, \quad (1a) \]

\[ \frac{\partial (\rho u_i)}{\partial t} + \frac{\partial (\rho u_i u_k)}{\partial x_k} + \frac{\partial p}{\partial x_i} = \frac{\partial \sigma_{ik}}{\partial x_k}, \quad (1b) \]

\[ \frac{\partial (\rho E_0)}{\partial t} + \frac{\partial (\rho u_k E_0)}{\partial x_k} + \frac{\partial (p u_k)}{\partial x_k} = \frac{\partial (u_i \sigma_{ik})}{\partial x_k} - \frac{\partial q_k}{\partial x_k}, \quad (1c) \]

where, \( \rho \) is density, \( u_i \) is the velocity vector, \( p \) is the pressure, \( E_0 \) is the total energy, \( \sigma_{ik} \) is the viscous stress tensor and \( q_k \) is the heat conduction vector. The viscous stresses and the heat flux are modeled using Stokes hypothesis and Fourier’s law of heat conduction, respectively. They are expressed as follows,

\[ \sigma_{ik} = \mu \left( \frac{\partial u_i}{\partial x_k} + \frac{\partial u_k}{\partial x_i} - \frac{2}{3} \frac{\partial u_m}{\partial x_m} \delta_{ik} \right), \quad (2a) \]

\[ q_k = -\frac{\mu c_p}{Pr} \frac{\partial T}{\partial x_k}. \quad (2b) \]

State equation for the perfect gas holds and thus pressure, \( p = \rho RT \). The thermal conductivity, \( \kappa \) is related to molecular viscosity, \( \mu \) through the assumption of constant Prandtl number \( Pr = \mu c_p/\kappa \), with \( c_p \) being the gas specific heat at constant pressure. The molecular viscosity varies as a function of temperature, which according to a power law is given as, \( \mu_{ref}(T/T_{ref})^{3/4} \).

Here, \( \mu_{ref} \) and \( T_{ref} \) are the reference viscosity and temperature of the gas, respectively. A value of 0.7 is used as the \( Pr \) value.

The compressible NS equations are solved for a perfect gas (with \( \gamma = 1.4 \)) in a three-dimensional rectangular domain of size, \( k_0 L_x = 9\pi, k_0 L_y = k_0 L_z = 8\pi \), where \( k_0 = 4 \) is the wavenumber corresponding to the maximum energy in the upstream turbulent field. Initially, the normal shock wave is placed close to the inflow at \( k_0 x = 1\pi \). A non-reflective boundary condition is imposed in the form of a numerical sponge \( (k_0 x > 9\pi) \), thereby neglecting any plausible reflection from downstream supporting conditions. Figure 1 shows the schematic of the computational domain. Periodic boundary conditions are applied in the shock-parallel directions.

The present set of computations is solved using the massively parallel solution-adaptive finite difference “Hybrid” solver [26, 21, 27]. The inviscid fluxes near the shock are calculated using a fifth order accurate weighted essentially non-oscillatory (WENO) numerical scheme with Roe flux splitting.
The fluxes in the remainder of the domain are calculated using a sixth order accurate central difference scheme in the split form proposed by Ducros et al. [28]. The shock wave(s) are identified as regions where the negative dilatation is greater than the low pass-filtered vorticity magnitude i.e., where \(-\partial u_k/\partial x_k > \sqrt{\omega_k \omega_k}\) [21]. This shock-sensor is a modified form of the well-known Ducros sensor [29], which is able to distinguish weak compression waves from shock waves. The present shock-sensor is inspired by the observation that shock waves are associated with large negative dilatation (compression), whereas turbulence is more typically associated with large vorticity.

Having identified the grid points occupied by the shock wave(s), the WENO scheme is applied to the narrow region comprising those points as well as three additional grid points in every direction. This is carried out in order to ensure that the central scheme is never used across any shock wave(s). The switching between the WENO and central differencing schemes introduces internal ‘interfaces’ in the domain, where the method devised by Pirozzoli [30] is used to ensure proper conservation across these interfaces and their linear stability has been verified by Larsson and Gustafsson [31]. Any spurious oscillations that are introduced due to the solution-adaptive switching of the numerical schemes are thus bounded. It was also identified that the solution-adaptive method has no effect on the results provided that there is sufficient grid resolution [21]. The entire system of equations is integrated in time using a fourth order accurate explicit Runge-Kutta (RK4) scheme. This numerical procedure has been verified and validated on several problems of interest [32] and for the canonical shock-turbulence interaction.
We present DNS of canonical shock-turbulence interaction for upstream Mach number ranging from 1.23 to 3.5. The turbulent Mach number varies from 0.05 – 0.4 for each case. The Reynolds number based on Taylor micro scale is in the range of 30–33, and the Reynolds number based on dissipation length scale varies between 126 and 136. The list of cases simulated for the present study, along with the computational grid in each case, are provided in table 1. We use subscripts ‘u’ and ‘d’ to denote values immediately upstream and downstream of the shock, respectively. The dissipation length scale, $L_\varepsilon = (0.5R_{kk})^{3/2}/\epsilon$ is shown as a ratio with the Kolmogorov scale, $\eta = \nu^{3/4}\epsilon^{-1/4}$ for the upstream region. Here, $R_{kk}$ is twice the turbulent kinetic energy, $\epsilon$ is the turbulent dissipation rate and $\nu$ is the kinematic viscosity of the fluid.

The reduction in Kolmogorov scale across the shock for each of the cases is shown and the quality of the grid to resolve the turbulent field determined by the maximum resolved wavenumber $(k_{max})$ [34, 13, 16] is shown the table.

Table 1: List of cases simulated in the present study

<table>
<thead>
<tr>
<th>$M$</th>
<th>$M_t$</th>
<th>$\frac{M_t}{(M - 1)}$</th>
<th>Grid</th>
<th>$L_{\varepsilon,u}/\eta_u$</th>
<th>$\eta_d/\eta_u$</th>
<th>$(k_{max}\eta_d)_\text{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.23</td>
<td>0.05</td>
<td>0.21</td>
<td>$882 \times 384^2$</td>
<td>46</td>
<td>0.79</td>
<td>2.28</td>
</tr>
<tr>
<td>1.23</td>
<td>0.15</td>
<td>0.65</td>
<td>$882 \times 384^2$</td>
<td>46</td>
<td>0.81</td>
<td>2.38</td>
</tr>
<tr>
<td>1.23</td>
<td>0.25</td>
<td>1.08</td>
<td>$882 \times 384^2$</td>
<td>46</td>
<td>0.85</td>
<td>2.62</td>
</tr>
<tr>
<td>1.22</td>
<td>0.38</td>
<td>1.74</td>
<td>$888 \times 384^2$</td>
<td>44</td>
<td>0.95</td>
<td>2.99</td>
</tr>
<tr>
<td>1.50</td>
<td>0.05</td>
<td>0.10</td>
<td>$1042 \times 384^2$</td>
<td>46</td>
<td>0.65</td>
<td>1.86</td>
</tr>
<tr>
<td>1.50</td>
<td>0.15</td>
<td>0.30</td>
<td>$1042 \times 384^2$</td>
<td>46</td>
<td>0.65</td>
<td>1.91</td>
</tr>
<tr>
<td>1.50</td>
<td>0.25</td>
<td>0.50</td>
<td>$1042 \times 384^2$</td>
<td>44</td>
<td>0.70</td>
<td>2.11</td>
</tr>
<tr>
<td>1.50</td>
<td>0.39</td>
<td>0.80</td>
<td>$1045 \times 384^2$</td>
<td>44</td>
<td>0.81</td>
<td>2.58</td>
</tr>
<tr>
<td>2.50</td>
<td>0.05</td>
<td>0.03</td>
<td>$1142 \times 384^2$</td>
<td>46</td>
<td>0.47</td>
<td>1.33</td>
</tr>
<tr>
<td>2.50</td>
<td>0.16</td>
<td>0.10</td>
<td>$1142 \times 384^2$</td>
<td>46</td>
<td>0.48</td>
<td>1.40</td>
</tr>
<tr>
<td>2.50</td>
<td>0.25</td>
<td>0.16</td>
<td>$1142 \times 384^2$</td>
<td>44</td>
<td>0.49</td>
<td>1.48</td>
</tr>
<tr>
<td>2.50</td>
<td>0.39</td>
<td>0.26</td>
<td>$1142 \times 384^2$</td>
<td>44</td>
<td>0.52</td>
<td>1.69</td>
</tr>
<tr>
<td>3.50</td>
<td>0.05</td>
<td>0.02</td>
<td>$1313 \times 384^2$</td>
<td>46</td>
<td>0.44</td>
<td>1.26</td>
</tr>
<tr>
<td>3.50</td>
<td>0.16</td>
<td>0.06</td>
<td>$1313 \times 384^2$</td>
<td>46</td>
<td>0.45</td>
<td>1.33</td>
</tr>
<tr>
<td>3.50</td>
<td>0.26</td>
<td>0.10</td>
<td>$1313 \times 384^2$</td>
<td>45</td>
<td>0.46</td>
<td>1.39</td>
</tr>
<tr>
<td>3.50</td>
<td>0.39</td>
<td>0.16</td>
<td>$1313 \times 384^2$</td>
<td>45</td>
<td>0.49</td>
<td>1.59</td>
</tr>
</tbody>
</table>
2.1. Inflow turbulence

The inflow turbulence is generated separately on a triply periodic box of length, $2\pi$ with initial conditions provided using the method of Ristorcelli and Blaisdell [35]. We consider the von Kármán spectrum [33] given in Eq. (3) for generating the initial velocity field,

$$E(k) \sim \frac{1}{k_0} \frac{(k/k_0)^2}{[(k/k_0)^2 + 5/6]^{11/6}},$$

where the maximum energy was specified at wavenumber, $k_0 = 4$. The turbulence was considered to be developed when the velocity derivative skewness, $S_u$ settles around $-0.5$ (Fig. 2a), which is related to the small scales [36, 16]. Additionally, the development of large scales (which are much slower) was identified by the growth in the dissipation length scale, $L_\varepsilon$ (Fig. 2b). The dotted line denoted by $t_{\text{collection}}$ in Fig. 2 marks the time at which the isotropic turbulence is collected to be used as inflow turbulence in the shock-turbulence interaction domain. At this instant of time, $Re_\lambda$ is found to be approximately 34 for all cases.

The energy-spectrum function, $E(k)$ provides a much simpler but less complete description about the velocity fluctuations, whose integration over all wavenumbers provides the turbulent kinetic energy [37]. Figures 3a and 3b show the compensated energy spectrum for the total velocity fluctuations.
(a) Total energy

(b) Dilatational energy

Figure 3: (a) Compensated spectrum of the total kinetic energy \( E(k) \). (b) Compensated spectrum of the dilatational kinetic energy \( E_d(k) \). Grid is a triply periodic box of 384\(^3\) size. The Kolmogorov constant for the highest \( M_t \) is 1.6 and 0.12 for the total and dilatation energies, respectively. The compensated energy spectrum is a normalized form of the energy spectrum function, usually shown to describe the distribution of the energy content in the fluctuations over the wavenumbers and is given by \( E(k)k^{5/3}/\tau^{2/3} \), where \( \tau \) is the mean dissipation rate. The compensated total energy spectra is similar to the low Reynolds number spectra observed in the forced isotropic turbulence simulations of Refs. [38, 39, 40]. The compensated spectra show increasing dilatational component in the velocity fluctuations (Fig. 3b) for increasing \( M_t \) in the turbulence fields. However, the dilatational energy is found to be an order of magnitude less than the solenoidal energy (compare the peak energy in Fig. 3b with that of Fig. 3a). It will be shown later that this increase in the dilatational energy results in increased dilatation variance and compressible part of the total energy.

Statistical convergence in shock-turbulence interaction simulations can be improved by using a longer database of isotropic turbulence. A single isotropic box, used in repetition to generate a longer database, is not statistically independent, i.e., the same statistics repeat after one time period of the turbulence box. A total of 8 statistically independent turbulence boxes are conjoined together at their ends using the method of Larsson [41] to obtain a homogeneous isotropic turbulence database. The blended turbulence is specified as the inflow turbulence using Taylor’s hypothesis. Earlier com-
Figure 4: Variation of normalized temperature, vorticity and dilatation variances (a) $M_t = 0.05$ and (b) $M_t = 0.40$. Legend: isotropic turbulence (plusses), blended turbulence (filled squares), $M = 1.23$ (triangles), $M = 1.50$ (inverted triangles), $M = 2.50$ (diamonds) and $M = 3.50$ (circles).

Computations of shock-turbulence interaction [26, 21, 14, 16] have also followed a similar procedure to provide long turbulence databases at the inflow.

Figure 4 shows the normalized temperature variance along with the transverse vorticity and dilatation variance for $M_t = 0.05$ and 0.40 cases. Data from the isotropic boxes (average of the 8 boxes), the blended database and the shock-turbulence interaction (just upstream of the mean shock) are shown in the figure. The temperature variance is normalized by $[(\gamma - 1)T]^2$ as per linearized isentropic relations ($p'/\bar{p} = p'/(\gamma \bar{p}) = T'/((\gamma - 1) \bar{T})$). The vorticity and the dilatation variances are normalized by $(k_0 \bar{\tau})^2$, where $\bar{\tau}$ is the mean speed of sound. Here, the sound speed is chosen for consistent comparison between the turbulence databases and the shock-turbulence interaction data. The variances are additionally scaled by $M_t^2$ as followed in Refs. [26, 40, 21]. The other thermodynamic variances such as density and pressure show similar values as the temperature variance, when scaled according to the linearized isentropic relations. Temperature variance was scaled up by a factor of $10^4$ (Fig. 4a) and 10 (Fig. 4b) for the $M_t = 0.05$ and 0.4 cases, respectively, whereas, the dilatation variance was scaled up by a factor of 10 in Fig. 4a to appear along with the vorticity variance in the same figure.

The temperature variance and the dilatation variance increase in magnitude for increasing $M_t$. The vorticity variance, on the other hand, is comparable between the two $M_t$ cases for the turbulence databases. The
shock-turbulence interaction simulations show similar values as in the turbulence databases for the temperature and the vorticity variances (with only minor departures). The dilatation variance in the shock-turbulence interaction with $M_t = 0.05$ are negligible compared to the vorticity variance. For the $M_t = 0.40$ case, it is comparable to the vorticity variance for $M = 1.23$ and $M_t = 0.40$. As argued by Lee et al. [42], Taylor’s hypothesis is not valid for the acoustic modes in compressible turbulence, which become more prominent at high $M_t/(M - 1)$ cases (see table 1) and is reflected in the dilatation variances of the present DNS data.

2.2. Shock drift

A major numerical challenge in the high $M_t$ simulations is the very large drift of the mean shock. The mean pressure at the outlet of the domain (backpressure) is not the same as the laminar pressure determined by the Rankine-Hugoniot condition specified at the initial time. Thus, the mean shock drifts away from its initial position depending on the backpressure value; sometimes the drift is so large that the mean shock can end up either at the inlet or at the sponge. A correct backpressure value is required to ensure that the shock is stationary, at least during the time-period at which the statistics are collected.

Chen and Donzis [16] used two numerical sponges to control the shock drift indirectly for their low $M$ and high $M_t$ simulations. We follow the
trial and error approach of Larsson and Lele [26] with a single numerical sponge to sustain a stationary shock. The shock drift is controlled by an integral backpressure controller [26, 21] such that the mean drift speed of the shock is less than 0.15% of the mean shock-normal velocity upstream of the shock for the most intense turbulence case and much lower for weak turbulence intensities. This movement of the shock is illustrated in Fig. 5 for the dataset of $M = 1.23$, where the mean shock location is identified by the half mean pressure rise. The mean shock location ($\overline{\sigma}$) is normalized by $k_0$ and the time is normalized by the inflow turbulence time period of $\tau_{db} = 8 \times 2\pi/\overline{u}^2$.

We observe that the shock drifts by a distance of one grid cell for the $M_t = 0.05$ case and up to eight grid cells for the $M_t = 0.40$ case during the time period of collection of statistics. At any instant of time, the cases with high local turbulence intensity ($M_t > 0.5(M - 1)$) display very rapid displacement of the $y - z$ plane-averaged shock, ranging from 4 to 12 grid cells.

2.3. Grid convergence

Figure 6 shows the grid convergence for the normalized dissipation rate and the normalized temperature variance for the case $M = 1.23$ and $M_t = 0.40$, which is the case with the highest local turbulence intensity ($M_t/M = 0.31$). The statistics are obtained by averaging over the shock-parallel directions and time. Vorticity variance is normalized by $(k_0\overline{u})^2$ and the temperature variance is normalized by $T_{d}^2$. Additionally, they are also scaled by the upstream normalized TKE, $0.5u'^{2}/\overline{u}^2$. The shock-normal direction is normalized by the peak energy wavenumber in the upstream turbulent field ($k_0 = 4$). The mean shock is identified using the mean dilatation profile, whose bounds are shown by the grey region in Fig. 6.

Grid convergence is carried out for the following grid sizes: $592 \times 256^2$, $888 \times 384^2$ and $1184 \times 512^2$, where the shock-normal grid-spacing at the shock ($\Delta x_s \approx \Delta y/1.75$) was determined using the approximate relation provided in Larsson and Lele [26]. Additionally, we also tested for the grid size of $1574 \times 384^2$, which has $\Delta x_s \approx \Delta y/3.5$, to prove that the grid size at the shock is sufficiently fine [43, 13]. The large-scale features such as Reynolds stresses and small-scale features such as the dissipation rate of TKE are also found to be grid-converged. The maximum difference in various statistics between grid sizes mentioned in the figure is found to be $\leq 4\%$. We find similar error values ($\sim 3 - 4\%$) for the $M = 1.50$ cases and much less for
the higher Mach numbers. Grid convergence test for the $M = 3.50$ and $M_t = 0.15$ case, which represents the low local turbulence intensity cases can be found in Ref. [23].

2.4. Linear analysis

The theoretical tool widely used to analyze shock-turbulence interaction is the linear interaction analysis. LIA was pioneered by Moore [44] and Ribner [45, 46] to study the interaction of planar waves with a shock wave. The tool has been extended to different types of problems [25, 47, 48, 49, 50, 51, 52, 53, 54]. Figure 7 shows the interaction of a single planar wave with a normal shock. The incident wave can be either vorticity, entropy, or acoustic and is characterized by its amplitude, $|A|$, the wavenumber vector, $\vec{k}$ and its orientation with respect to the shock-normal direction, $\psi$. Upon interaction, the shock deforms in response and all types of the Kovácsznay modes are generated. The amplitudes of the post-shock waves are determined from the linearized Rankine-Hugoniot conditions. The post-shock characteristics of the acoustic, vorticity and entropy waves ($\bar{k}_a$, $\bar{k}_v$, $\bar{k}_s$ and $\psi_a$, $\psi_v$, $\psi_s$) are determined from the linearized Euler equations and the constraints at the shock wave. For the case of shock-turbulence interaction, the upstream turbulence is taken as a super-position of such planar waves, with each of them independently interacting with the shock. The post-shock statistics are computed by integrating over the energy spectrum. A detailed description
of the procedure can be found in Mahesh et al. [25] and in Quadros et al. [11].

LIA is used to understand the fundamentals of shock-turbulence interaction [11, 12, 23, 55, 56], to model the unknown post-shock quantities [57, 58, 59, 60], to verify numerical simulations [13, 14], and as a surrogate for direct numerical simulations in the region of shock waves [19, 20, 15]. The analysis is based on linear and inviscid assumptions, such that the fluctuations are assumed to be small compared to the changes in the mean flow quantities across the shock. This limits the validity of LIA to low values of turbulent Mach numbers. The question about what is the threshold $M_t$ value below which LIA can be taken to be accurate is still open. In this paper, we show that DNS cases with $M_t$ as high as 0.4 can still be predicted by LIA, if the thermodynamic fluctuations in the upstream disturbance field are accounted for in the analysis.

### 3. Results and discussions

In this section, we present numerical simulation of the 16 cases of shock-turbulence interaction listed in Table 1. We consider the thermodynamic quantities of density, pressure, temperature and entropy, and describe the effect of turbulent Mach number on their variances. Other relevant quantities
like mass flux, heat flux and pressure-velocity correlation, can be derived from these four fundamental quantities, via suitable correlation coefficient. We attempt to reproduce the DNS data, especially the high $M_t$ cases using LIA, by including all of the Kovácsznay modes in the upstream turbulence.

### 3.1. Post-shock thermodynamic fluctuations

The spatial variation of thermodynamic variances from the DNS for the case of $M = 3.50$ and varying turbulent Mach numbers ($M_t$) is shown in Fig. 8. The density ($\overline{\rho'^2}$), pressure ($\overline{p'^2}$) and temperature ($\overline{T'^2}$) variances are normalized by the square of their downstream mean value ($\overline{\rho_d^2}$, $\overline{p_d^2}$, $\overline{T_d^2}$) and the normalized value of incident turbulence TKE. The entropy variance ($\overline{s'^2}$) is normalized by $c_p^2$ and the normalized value of upstream TKE. Essentially, the variances are normalized as,

$$\frac{\overline{\rho'^2}}{\overline{\rho_d^2}}/\overline{TKE_u/\overline{u_d^2}}, \quad \frac{\overline{p'^2}}{\overline{p_d^2}}/\overline{TKE_u/\overline{u_d^2}}, \quad \frac{\overline{T'^2}}{\overline{T_d^2}}/\overline{TKE_u/\overline{u_d^2}}, \quad \frac{\overline{s'^2}}{c_p^2}/\overline{TKE_u/\overline{u_d^2}},$$

where $TKE_u$ is the upstream turbulent kinetic energy.

The post-shock thermodynamic variances are found to increase with increasing $M_t$. The effect is found to be most prominent for the pressure variance, which has a rapid decay immediately behind the shock (near-field) and attains asymptotic values in the far-field ($x \to \infty$). A similar variation is observed for the temperature and entropy variances immediately behind the shock, which also show a monotonically increasing behavior with $M_t$. A strong viscous dissipation in the high $M_t$ cases, however, brings down $\overline{T'^2}$ and $\overline{s'^2}$ in the far-field region. The case of $M_t = 0.05$ shows a much slower decay compared to the other $M_t$ cases, which can be understood from the relation that the dissipation rate of the turbulent kinetic energy, $\epsilon \propto M_t^3$ [61].

The density variance shows a qualitative change in its spatial profile for increasing $M_t$. A local post-shock peak is observed for low $M_t$ cases, while a monotonically decaying profile is seen for the high $M_t$ cases. From an earlier analysis [23], it has been observed that the interplay between the acoustic and entropy modes yield a post-shock peak in the density variance, similar to the Reynolds stress profiles. The probable cause for the disappearance of the post-shock peak at high $M_t$ is that the contribution of the acoustic modes has become larger than that of the entropy modes. This point is explored further in subsequent sections.
Figure 8: Spatial variation of the normalized thermodynamic variances for $M = 3.50$ and varying turbulent Mach numbers. Legend: $M_t = 0.05$ - triangles, $M_t = 0.15$ - squares, $M_t = 0.25$ - circles, and $M_t = 0.40$ - diamonds. The vertical dashed lines around $k_0x = 0$ denote the unsteady region of the shock in the $M_t = 0.05$ case.
The qualitative variation of the thermodynamic variances with $M_t$ is in
direct contrast with that of the turbulence quantities related to velocity
fluctuations. Ryu and Livescu [19] showed that amplification of the Reynolds
stresses ($\bar{p} R_{ij} = \bar{\rho} \bar{u}_i' \bar{u}_j'$) and vorticity variances ($\bar{\omega}^2$) decrease with increasing
$M_t$ values. The thermodynamic variances, on the other hand, display
increased values for increasing $M_t$ values. This is true when both velocity/vorticity and thermodynamic variances are normalized in the same way,
which is by the square of their local mean values and scaled by the upstream
TKE.

3.2. Upstream thermodynamic field

The upstream thermodynamic variances also show a monotonic increase
with $M_t$ (see Fig. 8 for $k_0 x < 0$ and columns 4 – 7 in table 2) for a partic-
ular mean flow Mach number. We analyze the incoming turbulent field as
a combination of vorticity, entropy, and acoustic components. The decom-
position of the turbulent field into the three fundamental modes is based on
Kovácsznay’s analysis [24]. It is used in the linear interaction analysis (LIA)
framework to study shock-turbulence interaction [11, 12]. By quantifying the
amount of vorticity, entropy and acoustic contributions in the upstream tur-
bulent field, we attempt to address the qualitative and quantitative changes
observed in the downstream thermodynamic field for increasing $M_t$.

Mahesh et al. [25] extended LIA to include the effect of entropy waves in
the upstream solenoidal turbulence. In the present study, we follow the same
approach to include the effects of the entropy mode over a purely vortical
LIA (representative of low $M_t$ cases), i.e., entropy fluctuations added to the
hydrodynamic turbulence. Generally, the vorticity and entropy fluctuations
in the upstream turbulence are written in terms of normal modes as

$$\frac{\omega'_u}{k \bar{u}_u} = A_v e^{i(k \cdot \vec{r} - \Omega t)},$$  \hspace{1cm} (5)

$$\frac{s'_u}{c_p} = A_e e^{i(k \cdot \vec{r} - \Omega t)},$$  \hspace{1cm} (6)

where $A_v$ and $A_e$ are the complex amplitudes of the vorticity and the entropy
fluctuations, respectively, $\vec{r}$ is the direction vector, $k$ is the wavenumber vec-
tor and $\Omega$ is the angular frequency of a wave in the upstream turbulence.
The angular frequency obeys the dispersion relation, $\Omega = \vec{k} \cdot \vec{u}$ for the vortic-
ity and the entropy waves, and $\Omega = \vec{k} \cdot \vec{u} \pm \pi k$ for the acoustic waves [62].
Table 2: Normalized rms values of velocity and thermodynamic fluctuations upstream of the shock

| $M$ | $M_t$ | $u_{1,u}^{\text{rms}}$ | $\bar{u}$ | $\rho_{u}^{\text{rms}}$ | $\bar{\rho}$ | $p_{u}^{\text{rms}}$ | $\bar{P}$ | $T_{u}^{\text{rms}}$ | $\bar{T}$ | $s_{u}^{\text{rms}}$ | $c_p$ | $|A_r|$ | $\phi_r$ | $\chi$ |
|-----|------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|-------|------|------|
| 1.23 | 0.05 | 0.0248 | 0.0012 | 0.0015 | 0.0006 | 0.0005 | 0.0409 | 1.5453 | 0.0004 |
| 1.23 | 0.15 | 0.0719 | 0.0125 | 0.0156 | 0.0054 | 0.0040 | 0.1403 | 1.5716 | 0.0052 |
| 1.23 | 0.25 | 0.1188 | 0.0450 | 0.0599 | 0.0191 | 0.0104 | 0.3087 | 1.6043 | 0.0284 |
| 1.22 | 0.38 | 0.1812 | 0.0999 | 0.1341 | 0.0422 | 0.0222 | 0.4593 | 1.6959 | 0.0644 |
| 1.50 | 0.05 | 0.0204 | 0.0012 | 0.0014 | 0.0005 | 0.0005 | 0.0473 | 1.5423 | 0.0003 |
| 1.50 | 0.15 | 0.0589 | 0.0119 | 0.0147 | 0.0052 | 0.0040 | 0.1633 | 1.5690 | 0.0046 |
| 1.50 | 0.25 | 0.0974 | 0.0438 | 0.0580 | 0.0186 | 0.0104 | 0.3655 | 1.5553 | 0.0266 |
| 1.50 | 0.39 | 0.1511 | 0.1081 | 0.1449 | 0.0451 | 0.0235 | 0.5805 | 1.5835 | 0.0687 |
| 2.50 | 0.05 | 0.0123 | 0.0011 | 0.0013 | 0.0005 | 0.0005 | 0.0750 | 1.5456 | 0.0003 |
| 2.50 | 0.16 | 0.0356 | 0.0114 | 0.0139 | 0.0050 | 0.0040 | 0.2591 | 1.5625 | 0.0040 |
| 2.50 | 0.25 | 0.0583 | 0.0418 | 0.0550 | 0.0178 | 0.0104 | 0.5807 | 1.5581 | 0.0238 |
| 2.50 | 0.39 | 0.0894 | 0.1030 | 0.1382 | 0.0435 | 0.0228 | 0.9404 | 1.6015 | 0.0650 |
| 3.50 | 0.05 | 0.0088 | 0.0011 | 0.0013 | 0.0005 | 0.0005 | 0.1044 | 1.5517 | 0.0003 |
| 3.50 | 0.16 | 0.0256 | 0.0114 | 0.0137 | 0.0050 | 0.0040 | 0.3582 | 1.5630 | 0.0039 |
| 3.50 | 0.26 | 0.0418 | 0.0413 | 0.0543 | 0.0177 | 0.0105 | 0.7981 | 1.5629 | 0.0229 |
| 3.50 | 0.39 | 0.0638 | 0.1020 | 0.1366 | 0.0432 | 0.0230 | 1.2991 | 1.5872 | 0.0630 |
Here, $k$ denotes the magnitude of the wavenumber vector and $\bar{\rho}$ is the mean sound speed.

The relative magnitude of the vorticity and entropy waves in the upstream turbulence is given by

$$|A_r| = \frac{|A_v|}{|A_e|} = \sqrt{2} \frac{\sqrt{\bar{\rho}_u^2 / \bar{\rho}_u}}{\sqrt{u_{r,u}^2 / \bar{\rho}_u}}.$$  \hfill (7)

The normalized density fluctuation for the $M = 1.23$ flow increases by an order of magnitude from the $M_t = 0.05$ case to the $M_t = 0.40$ case. For a fixed $M_t$, the normalized density fluctuations remain the same for different Mach numbers. The decrease in the normalized velocity fluctuations for increasing $M$ values, however, results in an increasing $|A_r|$ value at high Mach numbers. Thus, $|A_r|$ is a function of both $M$ and $M_t$. It attains a value of 0.46 for $M_t = 0.38$ at $M = 1.23$, indicating a substantial entropy component in the upstream turbulence. For the $M = 3.5$, $M_t = 0.39$ case, $|A_r|$ exceeds 1 and suggests a dominant effect of upstream entropy fluctuations.

In a uniform mean flow, vorticity and entropy waves travel at the same velocity as that of the mean flow. This implies that at any instant of time, the vorticity and the entropy waves are related to each other with a phase difference denoted by $\phi_r \in [0, \pi]$ with 0 and $\pi$ being the in-phase and out-of-phase limits, respectively. The phase difference, $\phi_r$ can be determined from the DNS data (in the averaged sense) by

$$\phi_r = \frac{\bar{\rho}_u u'_u}{\sqrt{\bar{\rho}_u^2 \bar{u}_u^2}},$$  \hfill (8)

where $\bar{\rho}_u u'_u$ is the turbulent mass-flux correlation in the shock-normal direction and the denominator comprises of the product of the rms values of upstream density and shock-normal velocity fluctuations. The value of $\phi_r$ is found to be close to $\pi/2$ radians (between 87° - 90°) for all the cases (see column 9 in table 2). The phase difference is nearly invariant for $M$ and $M_t$ variations in the DNS cases, thus making its effect insignificant compared to $A_r$. We consider the two extreme limits of $\phi_r$ in our combined vorticity and entropy analysis (shown in subsequent sections), such that the entire range of values that can be predicted are covered.

In a similar manner, the effect of acoustic modes can also be added to the purely vortical LIA procedure. The acoustic waves travel with their own
sound speed in addition to the mean flow velocity, and thus are decorrelated from the vorticity and the entropy modes in the upstream turbulence. The extraction of the acoustic wave contribution to the upstream turbulent kinetic energy from the DNS data is not trivial. Instead, we follow the procedure of Quadros et al. [11] to obtain the upper bound of the mean acoustic contribution. The acoustic component of the TKE \( K_{A,u} \) is then computed as
\[
K_{A,u} = \frac{1}{2} \left( \frac{1}{\gamma M} \right)^2 \frac{\rho''_u}{\bar{p}'_u},
\]
where the pressure field includes contributions from both the vortical motions (incompressible pressure) and the dilatational motions (compressible pressure). The value of \( K_{A,u} \) obtained as such is therefore, the upper bound or the maximum value of the compressible TKE, under the assumption that the contribution of the kinematic fluctuations to the pressure field is small. The compressible TKE is then removed from the upstream total TKE \( K_{Tot,u} \) to obtain the TKE due to vorticity \( K_{V,u} \) or combined vorticity/entropy \( K_{V+E,u} \) cases. To this end, we define the compressible component of the total TKE as
\[
\chi = \frac{K_{A,u}}{K_{Tot,u}},
\]
and the solenoidal component as
\[
1 - \chi = \frac{K_{V,u}}{K_{Tot,u}}.
\]

The largest possible contribution from the acoustic waves to the total TKE, even for the highest \( M_t \) case considered is \( O(10^{-2}) \), and the upstream TKE is found to be mostly solenoidal in nature. It will be shown in the subsequent sections that this small contribution also yields large variations in the qualitative as well as the quantitative values of the post-shock thermodynamic variances. It is easily seen from table 2 (column 10) that \( \chi \) is a function of \( M_t \) only, and increases by two orders of magnitude from \( 4 \times 10^{-4} \) for \( M_t = 0.05 \) to \( 6.5 \times 10^{-2} \) for the \( M_t = 0.40 \) case. The values remain approximately the same for all of the shock strengths considered, and thus remains invariant with \( M \).

We hypothesize that LIA with a combination of different types of fluctuations in proper ratios would match the DNS cases with high \( M_t \) values. By this hypothesis, we imply that the purely vortical LIA would correspond
to the very small $M_t$ cases in the DNS. The purely acoustic LIA would then be described by very high $M_t$ cases, but with an added constraint that only positive instantaneous pressure values are allowed. The effect of pure entropy waves on various quantities of interest is found to be small compared to the vorticity waves (see Mahesh et al. [25]), and thus the contribution of the entropy waves is always considered in conjunction with the vorticity waves. The combined cases with the three waves are expected to fall in the range between purely vortical and purely acoustic case, as per the hypothesis.

Our observation of increased values of upstream thermodynamic fluctuations for increasing $M$ values also supports the idea of LIA with fluctuations combined in proper ratios. Consider the case of $M = 1.23$ in table 2, where the upstream normalized pressure fluctuations are at least an order of magnitude less than the shock-normal velocity fluctuations for the low $M_t$ cases, and are of the same order for the high $M_t$ cases. The increase in the rms values of upstream normalized pressure and entropy fluctuations with $M_t$ results in increased values of $\chi$ and $A_r$, clearly indicating that the acoustic and the entropy modes are to be included in the LIA procedure.

### 3.3. Effect of upstream acoustic fluctuations

We consider the effect of acoustic fluctuations in the upstream turbulence first and compare it against the purely vortical LIA to explain the $M_t$ trend observed in the DNS. Figure 9 shows the spatial comparison of purely acoustic fluctuations (LIA$A$) and purely vortical fluctuations (LIA$V$) in the upstream turbulence with the DNS dataset of $M = 2.50$ case. The LIA$V$ case is found to match well for the DNS data with low $M_t$ values, which is clearly observed in the pressure variance (Fig. 9b) and the density variance (Fig. 9a) plots. The low $M_t$ cases for the $M = 2.50$ case show a post-shock peak in the density variance profile, but the peak is not very distinct as seen in the case of $M = 3.50$ (Sect. 3.1). The temperature variance (Fig. 9c) and entropy variance (Fig. 9d) show a good match between LIA$V$ and $M_t = 0.05$ case in the region near the shock. Further downstream of the shock, both of these variances systematically deviate from the inviscid far-field value predicted by LIA$V$ due to the viscous decay in the DNS.

LIA$A$ predicts very high post-shock values for the thermodynamic variances and is at least a factor of 2 larger than those predicted by LIA$V$. The very high values predicted by LIA$A$ supports our earlier hypothesis that the upstream turbulence with only acoustic waves forms the upper bound for LIA predictions of thermodynamic variances. The turbulence with only vorticity
Figure 9: Spatial variation of the normalized thermodynamic variances for $M = 2.50$ and varying turbulent Mach numbers. The symbols remain the same as mentioned in Fig. 8 and the unsteady region of the shock is shown for the $M_t = 0.15$ case. Line legend: pure vorticity - solid line, pure acoustic - dashed line, DNS - symbols.
waves possibly forms the lower bound. The density variance predicted by LIA_A (Fig. 9a dashed black line) has an exponential decay behind the shock, in contrast to the LIA_V predictions (solid black line), which has a small post-shock peak after an initial decay. The exponentially decaying profile of the LIA_A matches qualitatively with that of the high $M_t$ DNS cases; suggesting that the acoustic contribution to the upstream turbulence need to be considered at high $M_t$.

We combine the LIA_A and LIA_V predictions for the thermodynamic vari-
ances according to
\[
\frac{f'^2}{f^2} = (1 - \chi) \left( \frac{f'^2}{f^2} \right)_V + \chi \left( \frac{f'^2}{f^2} \right)_A,
\]
where the subscript $V$ denotes the results obtained from LIA$_V$ and the subscript $A$ corresponds to LIA$_A$ (see Refs. [25, 11] for details on this combination). The values of $\chi$ for each of the $M_t$ cases are taken from the DNS data provided in the last column of table 2. We plot the variation of the combined vorticity and acoustic turbulence, LIA$_{V+A}$ against Mach number in Fig. 10 along with the DNS data for each of the $M_t$ cases. The LIA$_{V+A}$ and the DNS data are taken at a representative location, $k_0x = 1$.

Increased values of $\chi$ in LIA$_{V+A}$ show relatively higher values of the thermodynamic variances, which are closer to the high $M_t$ DNS cases. Temperature (Fig. 10c) and entropy (Fig. 10d) variances predicted by LIA$_{V+A}$ match well with the DNS cases for the corresponding $\chi$ values. The density (Fig. 10a) and pressure (Fig. 10b), on the other hand, show a similar qualitative trend, but LIA$_{V+A}$ underpredicts the DNS data, especially for the high $M_t$ cases (see diamond symbols and solid lines in Fig. 10). We next study the effect of upstream entropy fluctuations to explain the mismatch between LIA and DNS.

3.4. Effect of upstream entropy fluctuations

We first study the effect of the entropy mode at a representative value of $|A_r| = 0.45$ for $M = 3.5$ case. The combined case of vorticity and entropy, LIA$_{V+E}$ also depends on the phase-difference ($\phi_r$). Figure 11 shows the comparison of LIA$_{V+E}$ for the three different phase-difference angles ($\phi_r = 0^\circ$, $90^\circ$ and $180^\circ$) with the LIA$_V$ predictions.

In the majority of the cases, the addition of entropy fluctuations in the upstream turbulence increases the post-shock thermodynamic variances compared to the purely vortical case. The LIA$_{V+E}$ with $\phi_r = 0^\circ$ exhibits a monotonic decay of $\rho'^2$, as observed in the high $M_t$ DNS data. The prediction is also close to the $\phi_r = 90^\circ$ case, for $k_0x > 2$. The $\phi_r = 0^\circ$ temperature and entropy variances are also comparable to the $\phi_r = 90^\circ$ case (the average phase difference computed from the DNS data, see table 2).

By comparison, the LIA$_{V+E}$ with $\phi_r = 180^\circ$ gives very high post-shock variances for density, temperature and entropy. For pressure fluctuations, the predictions are lower than the vortical case, and almost negligible values for
Figure 11: Spatial variation of the normalized thermodynamic variances from LIA of pure vorticity (solid) and vorticity/entropy turbulence interaction with a $M = 3.50$ normal shock. Combined vorticity/entropy turbulence have a constant amplitude of $|A_r| = 0.45$ (arbitrarily chosen) with phase difference of $0^\circ$ (dash-dotted), $90^\circ$ (long-dashed) and $180^\circ$ (dash-double dotted) in the upstream region.
Figure 12: Variation of $|A_r|$ as a function of Mach number for each of the $M_t$ cases. Symbols are the same as in Fig. 8. The lines correspond to linear curve fits for the $|A_r|$ values from the DNS: $M_t = 0.05$ - dash-double dotted, $M_t = 0.15$ - dash-dotted, $M_t = 0.25$ - dashed and $M_t = 0.40$ - solid

$k_{oo}x > 1$. In addition, the $\overline{\rho'^2}$ for $\phi_r = 180^\circ$ does not match the exponential decay observed in the DNS data. The case of $\phi_r = 0^\circ$ with varying $|A_r|$ is therefore considered for the analysis of the combined vorticity-entropy case.

For a particular $M_t$ value, $|A_r|$ varies as a linear function of Mach number in the DNS as shown in Fig. 12. The LIA\textsubscript{V+E} predictions with varying $|A_r|$ is compared against the DNS data for different $M_t$ cases in Fig. 13. Each of the thermodynamic variances show a significant increase in its value at higher $|A_r|$ values, which is representative of higher $M_t$ values. The pressure variance (Fig. 13b) prediction by LIA\textsubscript{V+E} approaches the high values for the $M = 3.50$ DNS, but underpredicts at low Mach numbers and high $M_t$ cases. The density variance (Fig. 13a), on the other hand, show relatively closer values for all Mach numbers up to $M_t = 0.25$ and overpredict the DNS data for $M_t = 0.40$. The case of $M = 1.50$ and $M_t = 0.40$ is an outlier, possibly due to the ‘broken’ shock nature (see Refs. [26, 21] for details on ‘broken’ shocks). The temperature (Fig. 13c) and the entropy (Fig. 13d) variance are similar to each other. LIA\textsubscript{V+E} grossly overpredicts DNS data for the higher $M_t$ cases. The LIA predictions also appear to be qualitatively different than the Mach number trend observed in the DNS. The reason for these discrepancies is not known and is not pursued in this work. Instead, we focus on the density and pressure variances in the following section.
Figure 13: Effect of Mach number variation on the normalized thermodynamic variances at the location $k_0x = 1$ with $\phi_r = 0$. Symbols are the same as in Fig. 8. Lines correspond to the respective $|A_r|$ values for the $M_t$ cases as shown in Fig. 12.
3.5. Effect of upstream acoustic and entropy fluctuations

We investigate the LIA predictions for the highest $M_t$ case by including all three components in proper ratios as per the values given in table 2. Figure 14a summarizes the contribution of the different upstream modes for the pressure variance. The LIA$_V$ prediction shown by a dashed line in the figure is bounded by LIA$_{V+E}$ cases with $\phi_r = 0^\circ$ (upper limit) and $180^\circ$ (lower limit). This is similar to the spatially varying profile of $p'_2$ shown in Fig. 11b. The LIA$_{V+A}$ predicts a rapid increase in $p'_2$ at very low Mach numbers and a relatively slower increase at high Mach numbers. The combined vorticity and acoustic case is also bounded between the two limits of the vorticity/entropy case, especially at high Mach numbers.

Figure 14b shows the combined effect of vorticity, entropy and acoustic modes in the upstream turbulence for the normalized pressure variance. The effect of each of the fundamental modes is combined according to

$$\left(\frac{p'^2}{p^2}\right)_{V+E+A} = (1 - \chi) \left(\frac{p'^2}{p^2}\right)_{V+E} + \chi \left(\frac{p'^2}{p^2}\right)_{A},$$

where

$$1 - \chi = \frac{K_{V+E,u}}{K_{Tot,u}} = \frac{K_{V,u}}{K_{Tot,u}},$$

Figure 14: Effect of Mach number variation on the normalized pressure variance at the location $k_0x = 1$ for the case of $M_t = 0.4$. (a) LIA$_V$ (dashed), LIA$_{V+A}$ with $\chi = 0.063$ (solid), and LIA$_{V+E}$ with varying $|A_r|$ for $0^\circ$ (dash-dotted) and $180^\circ$ (dash-double dotted) phase-differences. (b) LIA$_{V+E+A}$ with base vorticity/entropy case of varying $|A_r|$ and $\phi_r = 0^\circ$. The added acoustic contributions are $\chi = 0.0003$ (dashed), 0.0229 (dash-dotted), and 0.0630 (solid)
due to the fact that the pure entropy case has no TKE upstream of the shock (in the linear sense). The definition of $\chi$ remains the same as provided in Eq. (10) and represents the maximum possible acoustic contribution to the total TKE.

The different $\chi$ values used in Fig. 14b represent different levels of compressibility in the incoming turbulence field. The $\chi = 0.0003$ predictions (representative of the $M_t = 0.05$ case) are nearly identical to the vortical case in Fig. 14a. Higher $\chi$ leads to an increase in the post-shock $p'$ magnitude, while the qualitative variation with Mach number remains unchanged. The LIA predictions, including vortical, entropy and acoustic field with $\chi = 0.063$ (for the highest $M_t$ cases in table 2) compares well for the DNS data. It reproduces the $M_t = 0.4$ data for Mach 1.23, 2.5 and 3.5 cases. The Mach 1.5 case seems to be an outlier, as mentioned before.

Figure 15a shows the predictions of LIA with different modes in the upstream turbulence for the density variance. The LIA$V$ predicts the lowest value of $\rho'$, in contrast to the pressure variance shown in Fig. 14a. The LIA$V+A$ with $\chi = 0.063$ is larger than LIA$V$, but less than the LIA$V+E$ predictions. The combined vorticity/entropy LIA with $\phi_r = 0^\circ$ and $180^\circ$ cases show the largest values at $k_0x = 1$. The case with $\phi_r = 180^\circ$ shows a completely different trend from the other three cases.

The LIA$V+E+A$ predictions for the density variance are shown in Fig. 15b, where $\phi_r = 0^\circ$ and $\chi$ takes different values as in Fig. 14b. As earlier, the LIA$V+E+A$ for the lowest value of $\chi$ is close to the vortical case, while the
\( \chi = 0.0229 \) is comparable to the \( M_t = 0.4 \) DNS data. The highest \( \chi \) value overpredicts \( \overline{\rho^2} \) from DNS, except for Mach 1.5 (outlier case). It can be interpreted as the upper bound of the possible LIA predictions with combination of all three modes. This is because the value of \( \chi \) is estimated from the maximum acoustic contribution to the upstream TKE in the DNS.

4. Conclusion

In this work, we present direct numerical simulation of canonical shock-turbulence interaction at high values of turbulence Mach number in the upstream flow. A range of shock strengths (\( M = 1.23 - 3.5 \)) is considered, and the effect of turbulent Mach number on the post-shock thermodynamic variance is investigated. The DNS data are compared with linear theory predictions to understand the post-shock evolution of the thermodynamic fluctuations. For a fixed Mach number, the normalized post-shock thermodynamic variances are found to increase with \( M_t \). This is in contrast to the trend observed in the velocity fluctuations, and is due to the dominant effect of the upstream acoustic and entropy fluctuations. The predictions of purely vortical LIA correspond to the very small \( M_t \) cases in the DNS, and form the lower bound for the DNS cases with finite \( M_t \). Inclusion of the acoustic fluctuations in the upstream solenoidal turbulence reproduces the downstream temperature and entropy variances at higher \( M_t \) values. By including all three fundamental Kovátsznay modes in right proportions, LIA is able to predict the DNS pressure variance at high \( M_t \), and provide an upper bound for the density fluctuations.
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